Optical response of stoichiometric and congruent lithium niobate from first-principles calculations
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The frequency-dependent dielectric function and the second-order polarizability tensor of ferroelectric LiNbO$_3$ are calculated from first principles. The calculations are based on the electronic structure obtained from density-functional theory. The subsequent application of the GW approximation to account for quasiparticle effects and the solution of the Bethe-Salpeter equation for the stoichiometric material yield a dielectric function that slightly overestimates the absorption onset and the oscillator strength in comparison with experimental measurements. Calculations at the level of the independent-particle approximation indicate that these deficiencies are, at least, partially related to the neglect of intrinsic defects typical for the congruent material. The second-order polarizability calculated within the independent-particle approximation predicts strong nonlinear coefficients for photon energies above 1.5 eV. The comparison with measured data suggests that the inclusion of self-energy effects in the nonlinear optical response leads to a better agreement with experiments. The intrinsic defects of congruent samples reduce the optical nonlinearities, in particular, for the 21 and 31 tensor components, further improving the agreement between experiments and theory.
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I. INTRODUCTION

The electro-optic, photorefractive, and nonlinear optical properties of ferroelectric lithium niobate$^{1,2}$ [LiNbO$_3$ (LN)] are exploited in a large number of devices, such as optical modulators, acousto-optic devices, optical switches for gigahertz frequencies, Pockels cells, optical parametric oscillators, or Q-switching devices. The vast majority of actual applications and measurements employ congruent crystals grown by the Czochralski method. In fact, LN crystals are, in general, not stoichiometric LN (SLN) but congruent LN (CLN), i.e., Li deficient. Many physical properties, such as the Curie temperature, depend strongly on the existence of point defects related to doping or the Li deficiency of the congruent material.$^3$ There are also indications that the optical properties of SLN and CLN differ notably.$^4,5$ However, all existing first-principles studies of the linear$^6,7$ and nonlinear$^8,9$ optical properties are restricted to stoichiometric LN.

Generally, the polarization $P$ of a medium may be expressed as a power series of the incident field $E(\omega)$ of frequency $\omega$. In components, it is given by

$$P_\alpha(\omega) = \sum_\beta \chi^{(1)}_{\alpha\beta}(\omega)E_\beta(\omega)$$

$$+ \sum_{\beta \neq \gamma} \chi^{(2)}_{\alpha\beta\gamma}(\omega)E_\beta(\omega_1)E_\gamma(\omega_2)$$

$$+ \sum_{\beta \neq \gamma \neq \zeta} \chi^{(3)}_{\alpha\beta\gamma\zeta}(\omega)E_\beta(\omega_1)E_\gamma(\omega_2)E_\zeta(\omega_3)$$

$$+ \ldots,$$  

(1)

where $\chi^{(n)}(\omega)$ is the $n$th-order frequency-dependent susceptibility. $\chi^{(1)}(\omega)$ is the linear susceptibility related to the usual dielectric tensor through

$$\varepsilon_{\alpha\beta}(\omega) = \delta_{\alpha\beta} + 4\pi \chi^{(1)}_{\alpha\beta}(\omega).$$

(2)

$\chi^{(2)}(\omega) := \chi^{(2)}(-2\omega, \omega, \omega)$ is relevant for the process of second-harmonic generation (SHG), where $2\omega$ is the frequency of the field generated by the polarization of the medium and $\omega$ is the frequency of the incident field. The present paper aims at a better understanding of the influence of nonstoichiometry on the LN optical response. Calculations for the ordinary and extraordinary dielectric functions as well as for the energy dependence of the four nonvanishing components of the second-order polarizability tensor are presented.

This article is organized as follows. In Sec. II, we outline our computational approach. In particular, we describe the models representing the stoichiometric and the defect-rich congruent LN as well as the methods used to calculate the ground-state electronic structure and the optical response. In Sec. III, we then present results for the electronic band structure, the linear dielectric function, and the nonlinear second-order polarizability tensor, analyzing the influence of electronic correlation and of defects in congruent samples. Finally, in Sec. IV, we summarize the findings.

II. COMPUTATIONAL METHOD

CLN is strongly Li deficient and exhibits a [Li]/[Nb] ratio of 0.94. At first sight, it might seem as if this could be well described by a supercell with 80 atoms, from which one Li atom is removed, resulting in a [Li]/[Nb] ratio of 0.9375. Such a supercell is easily constructed by a $2 \times 2 \times 2$ repetition of the primitive cell, which contains two formula units of LiNbO$_3$. However, a realistic simulation of the congruent material requires more than the mere adjustment of the Li concentration.$^{10}$ Several experimental investigations$^{11,12}$ have excluded the presence of oxygen vacancies $V_0$, which are the hallmark of most oxides, but instead revealed the presence of a large amount of Nb$_{Li}^{4+}$ antisite defects [Fig. 1(b)].$^{13}$ These might be charge compensated either by Nb vacancies [Fig. 1(d)] where four $V_{Nb}^{-}$ compensate for five Nb$_{Li}^{4+}$ antisites in the so-called Nb site vacancy model or by Li vacancies [Fig. 1(c)] where four $V_{Li}^{-}$ compensate for one Nb$_{Li}^{4+}$ antisite within the Li site vacancy model. Nowadays, the Li site vacancy model, which we denote by CLN(Li) in the following, is widely accepted and is used for the interpretation of the LN material properties. According to this model, we simulate CLN by a charge-neutral supercell containing 360 atoms, which we
construct by a $3 \times 3 \times 4$ repetition of the primitive cell, with one Nb$_{4}$ antisite and four Li vacancies V$_{Li}$. This corresponds to a [Li]/[Nb] ratio of 0.92. For comparison, however, we also perform calculations within the Nb site vacancy model, denoted by CLN(Nb). In this case, a supercell of the same size containing five Nb$_{4}$ antisites and four Nb vacancies V$_{Nb}^{-3}$ is used, which again yields a [Li]/[Nb] ratio of 0.92.

The calculation of the optical response proceeds in three steps: First, we use density-functional theory (DFT) within the generalized gradient approximation (GGA) to obtain the structural and ground-state electronic properties of ferroelectric SLN and CLN. In detail, we employ the Vienna ab initio simulation package (VASP) implementation\textsuperscript{14,15} of the projector-augmented-wave method. The wave functions are expanded into plane waves up to a cutoff energy of 400 eV, whereas, the mean-field effects of exchange and correlation are modeled with the PW91 functional.\textsuperscript{16} A $6 \times 6 \times 6$ k-point mesh is used to sample the Brillouin zone corresponding to the primitive cell of bulk SLN. To determine the structural properties of CLN, including the relaxation of the atoms in the vicinity of the defect sites, with high accuracy, we choose $4 \times 4 \times 4$ k-points to sample the much smaller Brillouin zone corresponding to the 360-atom supercell. To compute the electronic and optical properties of CLN, we then change the sampling to $2 \times 2 \times 2$, which corresponds approximately to the same density of k points as the $6 \times 6 \times 6$ mesh used for SLN.

Second, the quasiparticle band structure is calculated within the $GW$ approximation\textsuperscript{2,3} (GWA) for the exchange-correlation self-energy. As usual, in practical applications of this scheme, we obtain the self-energy corrections to the electronic eigenvalue spectrum from a perturbative solution of the quasiparticle equation where the GGA exchange-correlation potential is replaced by the nonlocal and energy-dependent self-energy operator. We evaluate the latter in the standard non-self-consistent $G_0W_0$ approximation,\textsuperscript{18} using the implementation described in Ref. 19, from the convolution of the single-particle propagator $G_0$ and the dynamically screened Coulomb interaction $W_0$ in the random-phase approximation.

Third, to obtain the linear dielectric function of SLN, we solve the Bethe-Salpeter equation (BSE) for coupled electron-hole excitations,\textsuperscript{20–23} which incorporates the screened electron-hole attraction as well as the unscreened electron-hole exchange. Here, we use the time-evolution method described in Refs. 24 and 25 to obtain the polarizability.

Within the independent-particle approximation (IPA) or the independent-quasi-particle approximation (IQQA), the linear dielectric function is given by

$$\varepsilon_{a\beta}(\omega) = \delta_{a\beta} + \frac{4\pi e^2}{\hbar m^2_0 V \omega \omega'} \sum_{n,m} f_{nm}(k) \frac{p_{mn}^\beta(k)p_{nm}^\alpha(k)}{\omega_{mn}(k) - \omega},$$

with the abbreviation $f_{nm}(k) = f_{nk} - f_{mk}$, where $f_{nk}$ and $f_{mk}$ are the Fermi occupation factors for the Bloch states $|n \kappa\rangle$ and $|m \kappa\rangle$, respectively. Furthermore, $V$ denotes the volume of the crystal, and $\tilde{\omega} = \omega + i\eta$ is the shorthand notation for the frequency $\omega$ with an additional small positive imaginary part $\eta$, which turns the electromagnetic field on adiabatically. The symbols,

$$p_{mn}^\alpha(k) = \langle nk | \tilde{p}_\alpha | mk \rangle$$

represent the momentum matrix elements of the system, and $\hbar \omega_{mn}(k) = \epsilon_{nk} - \epsilon_{mk}$ are the transition energies between the bands $m$ and $n$ at the point $k$. The single-electron energies are taken from the DFT eigenvalue spectrum in the IPA and from the GWA quasiparticle band structure in the IQQA.

Corresponding expressions for the coefficients of the second-order polarization tensor $\chi^{(2)}_{a\beta\gamma}(\omega)$ were derived, e.g., in Refs. 26–28. Here, we postprocess the wave functions and eigenvalues from the VASP calculations and determine the nonlinear response as the sum of the two-band contribution,

$$\chi^{(2),\text{two-band}}_{a\beta\gamma}(\omega) = -\frac{ie^3}{m^2_0\hbar^2 V} \sum_{n,m} \sum_p \frac{p_{mn}^\alpha(k)|\Delta_{mn}(k)p_{mn}^\gamma(k)|}{\omega_{mn}(k)^4} \times f_{nm}(k) \frac{16}{\omega_{mn}(k) - 2\tilde{\omega}} - 1 \frac{1}{\omega_{mn}(k) - \tilde{\omega}},$$

and the three-band contribution,

$$\chi^{(2),\text{three-band}}_{a\beta\gamma}(\omega) = -\frac{ie^3}{m^2_0\hbar^2 V} \sum_{n,m,l} \sum_p \frac{p_{mn}^\alpha(k)|p_{ml}^\beta(k)p_{ln}^\gamma(k)|}{\omega_{nl}(k) - \omega_{mn}(k)} \times \left( f_{mn}(k) \frac{16f_{mn}(k)}{[\omega_{mn}(k) - 2\tilde{\omega}]^2} + f_{ml}(k) \frac{[\omega_{ml}(k) - \tilde{\omega}]}{[\omega_{ml}(k) - \omega_{nl}(k)]^2} + f_{nl}(k) \frac{[\omega_{nl}(k) - \omega_{mn}(k)]}{[\omega_{nl}(k) - \tilde{\omega}]} \right).$$

The prime for the sum symbol indicates that the summation only runs over index combinations $n \neq m \neq l$. As in the case of the linear dielectric function, the formulas can be evaluated either with independent-particle or independent-quasi-particle energies. To simplify the notation, we have defined

$$\{p_{mn}^\alpha(k)p_{mn}^\beta(k)\} = \frac{1}{2}\{p_{mn}^\beta(k)p_{mn}^\alpha(k) + p_{mn}^\alpha(k)p_{mn}^\beta(k)\}.$$

FIG. 1. (Color online) Schematic of (a) bulk SLN and the defects considered in the CLN models: (b) Nb$_{4}^+$ antisite, (c) lithium vacancy V$_{Li}$, and (d) niobium vacancy V$_{Nb}$. Oxygen atoms are red, Li atoms are black, and Nb atoms are white. The Nb octahedra are shaded, the $z$ axis and the polarization direction are indicated.
Finally, the matrix elements of the intraband transitions,

$$\Delta_{mn}(k) = p_{mn}^\beta(k) - p_{mn}^\beta(k),$$

appearing in Eq. (5) are obtained from

$$p_{mn}^\beta(k) = \frac{m_e}{\hbar} \beta_\alpha^\beta \epsilon_\alpha(k).$$

Due to symmetry reasons, the second-order polarizability tensor of ferroelectric LN has four independent nonvanishing components $\beta_{\alpha\beta\gamma}(\omega)$, namely, the index combinations $211 = -222 = 112$, $223 = 131$, $311 = 322$, and $333$. These are commonly labeled by the contracted indices $21 = -22 = 16$, $24 = 15$, $31 = 32$, and $33$, respectively. These four components are studied in the present paper. We follow Ref. 29 concerning the notation for the Cartesian axes.

Calculated SHG data are known to be rather sensitive with respect to numerical details, such as the number of $k$ points used to sample the Brillouin zone and the number of electronic bands included in the calculation.30,31 Concerning the Brillouin-zone sampling, we find a $6 \times 6 \times 6$-k point mesh necessary to obtain converged spectra for SLN. The density of states (DOS) calculated at the DFT-GGA level is displayed in Fig. 2. It is characterized by a continuum of conduction bands and well-separated groups of valence bands. The latter are dominated by O 2$p$ and Nb 4$d$ states in the energy range between 0 and $-5$ eV by O 2s states between $-15$ and $-17$ eV and by Nb 4$p$ states around $-30.5$ eV. These DOS features also determine the convergence of the SHG calculations. We find that the SHG spectra in the energy range up to 6 eV only vary weakly if the number of conduction bands increases above a cutoff energy of about 20 eV. The results are essentially converged for a cutoff energy of about 25 eV, which is, hence, used in the following. The dependence of the SHG data on the number of valence bands included in the calculation is more complex, however. Whereas, the inclusion of the O 2$p$, Nb 4$d$, and O 2$s$ states already yields relatively well-converged 21 and 24 components of the second-order polarizability tensor, the 31 and 33 components exhibit an oscillatory behavior and require the additional inclusion of the Nb 4$p$ states in the calculation. The transitions between the Nb 4$p$ and the Nb 4$d$ states cause noticeable modifications in the intensity of the three-band contribution (6) for these elements as illustrated below in Fig. 4. On the other hand, the inclusion of states below $-36$ eV has no impact on the calculated spectra for photon energies up to 6 eV.

III. RESULTS AND DISCUSSION

In Fig. 3, we show the calculated linear optical response of ferroelectric SLN according to the three levels of theory described in Sec. II, i.e., within (i) the IPA based on the DFT eigenstates and eigenenergies, (ii) within the IQA where the electronic self-energy is either obtained from the GW A or simply approximated by a scissors operator that widens the fundamental gap by 2.03 eV, and (iii) from the solution of the BSE. The spectra obtained within the IPA show two main features of the optical absorption around 5 and 8 eV. The inclusion of self-energy effects within the GW A leads to a nearly rigid blueshift in the spectra by about 2 eV. The GW A spectra shown here differ slightly from our previous results6 where the self-energy was evaluated with a model dielectric function rather than the fully frequency-dependent random-phase approximation employed here. We find that the self-energy effects in the present calculations can be simulated very well by a simple Scip shift of 2.03 eV as illustrated in Fig. 3. The inclusion of the Coulomb correlation between electrons and holes by means of the BSE both repositions the spectrum on the energy axis and changes the line shapes. The first peak of the low-energy main feature of the optical absorption becomes more pronounced, and the entire structure is redshifted relative to the GW A. It is now centered at 5.5 and 5.6 eV for $\epsilon_\perp$ or $\epsilon_\parallel$, respectively. The oscillator strength of the origin of broad ($\sim 2$ eV) high-energy main feature of the optical absorption is also redshifted and transferred into a single sharp peak at about 9.3 eV for $\epsilon_\perp$ and $\epsilon_\parallel$. This peak originates mainly from electronic transitions that involve the O 2$p$ valence states and conduction states with energies of between 6 and 8 eV.

The comparison of the BSE calculations for SLN with experimental data32,33 shows qualitative agreement but clear deviations concerning some quantitative details. On one hand, the calculations overestimate the onset of the optical absorption by about 0.2 eV. On the other hand, the double-peak structure of the first absorption maximum is far more...
pronounced in the calculations than observed experimentally. This may partially be related to temperature effects, which are neglected in the present calculations. Furthermore, deviations between experiments and our calculations can be expected due to the modified stoichiometry and structure of congruent LN compared to the stoichiometric material considered so far. In order to explore the differences between the optical response of CLN and SLN, we now turn to the former, using the CLN(Li) and CLN(Nb) models introduced in Sec. I. Since realistic simulations require large supercells with 360 atoms, these calculations are restricted to the IPA level of theory. As can be seen in Fig. 3, the differences in the linear optical response between the CLN(Li) model and the SLN are rather small. Slightly more pronounced are the changes that arise due to the modified stoichiometry and structure of congruent material, which can already be identified in the DOS displayed in Fig. 2, and a rather uniform intensity reduction for energy differences above 4.5 eV. The fine structure of the first absorption maximum is found to be caused by the oscillator strengths rather than the J DOS, however. The fading of this fine structure for CLN is mainly related to the reduced transition matrix elements between the O 2p valence states and the Nb 4d conduction states. The redshift in the absorption onset, on the other hand, is caused by the modified DOS.

In order to understand the smoothing of the double-peak feature for \( \varepsilon_{\perp} \) in the range between 3.5 and 5.5 eV due to the defects typical for CLN, we analyzed the joint density of states (JDOS) as well as the oscillator strengths of the relevant transitions. We find the J DOS to be very similar for SLN and CLN, apart from a reduction in the gap in the congruent material, which can be already be identified in the DOS displayed in Fig. 2, and a rather uniform intensity reduction for energy differences above 4.5 eV. The fine structure of the first absorption maximum found to be caused by the oscillator strengths rather than the J DOS, however. The fading of this fine structure for CLN is mainly related to the reduced transition matrix elements between the O 2p valence states and the Nb 4d conduction states. The redshift in the absorption onset, on the other hand, is caused by the modified DOS.

In Fig. 4, we present the 21, 24, 31, and 33 components of the second-order polarizability tensor for ferroelectric LN calculated within the IPA. Both the real and the imaginary parts of \( \chi^{(2)}(\omega) \) are shown up to 6 eV. The main features of the SHG spectra lie between 1.5 and 3.0 eV with additional strong nonlinearities at higher energies in the range between 4 and 5 eV, in particular, for the 21 and 31 components. The present results for the 33 component are very similar to earlier IPA calculations\(^9\) that neglected intraband transitions and considered only the three-band contribution \(^6\). We find that the inclusion of the two-band term \(^5\) only leads to marginal changes in the case of LN and neither affects the line shapes nor the magnitude of the SHG coefficients substantially. The differences between the present calculations and the paper by Cabuk\(^{45}\) appear more pronounced, on the other hand, but these are partially related to the different broadening parameters \( \eta \). In fact, if we decrease the broadening from 0.15 eV, the value used in our calculations, to 0.05 eV, then the obtained line shapes are in good correspondence with those in Ref. 45. In particular, the 33 component shows a very similar spectral dependence.

The SHG coefficients are strongly affected by self-energy effects. As demonstrated above in connection with Fig. 3, the energy and \( k \) dependence of the quasiparticle corrections are sufficiently small to allow for their approximation by a scissors operator. Therefore, here, we follow the same approach to obtain the second-order polarizability at the IQA level of theory. The results are displayed in Fig. 4. We observe a blueshift in the SHG features by about 1 eV if self-energy effects are included, accompanied by a notable lowering of the intensity. The dependence of the SHG spectra on transitions involving the Nb 4p states is also illustrated in Fig. 4. Evidently, the inclusion of the Nb 4p states does not give rise to any new spectral signatures in the energy range considered here, but it modifies the intensities considerably, in particular, for the 31 and 33 components.

Several experimental measurements of SHG data for LN have been reported in the literature.\(^{35-44}\) The available data calculations. However, it should be kept in mind that the differences in the optical response between CLN and SLN, which we have studied here in the IPA, may be affected by many-body effects and show a different behavior at the level of the BSE. In particular, large exciton binding energies for localized defect states (see, e.g., Ref. 34) may further increase the optical-absorption redshift in CLN compared to stoichiometric samples.
FIG. 4. (Color online) Coefficients of the second-order polarizability tensor $\chi^{(2)}(\omega)$ for SLN and CLN calculated within the IPA and with a Sci shift, compared to experimental data from Refs. 35–43 (diamonds, squares, crosses, plusses, left triangles, right triangles, down triangles, up triangles, and stars). We follow the notation of Ref. 44 concerning the orientation of the axes and apply the scaling described in Ref. 35. Sci(without Nb 4p) denotes calculations that do not include the Nb 4p states.

points are indicated by symbols in Fig. 4. We also include measurements of the modulus $|\chi^{(2)}(\omega)|$ and take these to represent the real part of the polarizability because the imaginary part is very small in the energy region experimentally probed. The comparison with the calculated spectra at the IPA and IQA levels of theory in Fig. 4 shows that the former clearly overestimates the measured data, whereas, the IQA calculations, which include electronic self-energy effects, describe the optical nonlinearities better, especially the 33 component. Nevertheless, even the IQA calculations for SLN still yield stronger nonlinearities than observed experimentally. In this respect, it is interesting to note that the CLN results at the IPA level of theory indicate that the congruent material gives rise to weaker SHG signals than predicted for SLN. This holds, in particular, for CLN(Nb). In addition, for the Nb site vacancy model, the spectra are somewhat smoothed, and the features are redshifted. In the case of the 33 component, this leads to an enhanced signal in the energy region experimentally probed. As for the linear response, the proper inclusion of defects in the congruent material, thus, also seems to improve the agreement between experiments and theory concerning $\chi^{(2)}(\omega)$.

A word of caution is necessary when comparing the experimental and theoretical data, however. First, all of the experimental values are clearly in the nonresonant region around 1 eV and, in particular, for the 21, 24, and 31 components, of very low absolute magnitude. We remark that the intensity is, e.g., 2 orders of magnitude lower than the SHG signal of GaAs in this region. Second, the effects of the crystal local fields and the electron-hole interaction are not included in the present SHG calculations. Luppi et al. for instance, found that $\chi^{(2)}(\omega)$ can decrease up to 30% due to local-field effects, depending on the material and on the frequency range. Excitonic effects, on the other hand, are expected to lead to a rather uniform but noticeable increase in the SHG signal.

IV. SUMMARY

Our paper represents an attempt towards a first-principles description of the optical response of congruent lithium niobate. The linear and nonlinear optical responses calculated for the Li site vacancy model as well as the Nb site vacancy model are shown to be closer to the available experimental data than the spectra calculated for stoichiometric crystals: Compared to SLN, the CLN simulations lead to a redshift in the spectral features, wash out part of the fine structure, and reduce the nonlinearities. This holds, in particular, for CLN(Nb). It is clear, however, that further work is required to fully understand the influence of crystal imperfections on the optical response of lithium niobate. On one hand, a variety of further defect configurations and defect complexes will have to be investigated, see, e.g., Ref. 47. In this respect, the structure models adopted in this paper are created by placing the defects at randomly chosen lattice sites and can be further refined by taking clustering phenomena into account. On the other hand, we expect many-body effects, which here, were shown to have a strong impact on the optical response of SLN, to give rise to even stronger modifications of the CLN signal.
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