Defects in carbon implanted silicon calculated by classical potentials and first-principles methods
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A comparative theoretical investigation of carbon interstitials in silicon is presented. Calculations using classical potentials are compared to first-principles density-functional theory calculations of the geometries, formation, and activation energies of the carbon dumbbell interstitial, showing the importance of a quantum-mechanical description of this system. In contrast to previous studies, the present first-principles calculations of the interstitial carbon migration path yield an activation energy that excellently matches the experiment. The bond-centered interstitial configuration shows a net magnetization of two electrons, illustrating the need for spin-polarized calculations.
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I. INTRODUCTION

Silicon carbide (SiC) has a number of remarkable physical and chemical properties. The wide band-gap semiconductor (2.3−3.3 eV) exhibiting a high breakdown field, saturated electron drift velocity, and thermal conductivity in conjunction with its unique thermal and mechanical stability as well as radiation hardness is a suitable material for high-temperature, high-frequency, and high-power devices.1,2 which are moreover deployable in harsh and radiation-hard environments.3 SiC, which forms fourfold coordinated mostly covalent bonds, tends to crystallize into many different modifications, which solely differ in the one-dimensional stacking sequence of identical, close-packed SiC bilayers.4 Different polytypes exhibit different properties, in which the cubic phase of SiC (3C-SiC) shows increased values for the thermal conductivity and breakdown field compared to other polytypes,5 which is, thus, most effective for high-performance electronic devices.

Thin films of 3C-SiC can be fabricated by chemical vapor deposition and molecular beam epitaxy on hexagonal SiC (Refs. 5−7) and Si (Refs. 7−10) substrates. Next to these methods, high-dose carbon implantation into crystalline silicon (c-Si) with subsequent or in situ annealing was found to result in SiC microcrystallites in Si.11 Ion-beam synthesis (IBS) has become a promising method to form thin SiC layers of high quality exclusively of the 3C polytype embedded in and epitaxially aligned to the Si host featuring a sharp interface.12−14 However, only little is known about the SiC conversion in implanted Si. High-resolution transmission electron microscopy (HREM) studies15−17 suggest the formation of C-Si dimers (dumbbells) on regular Si lattice sites, which agglomerate into large clusters indicated by dark contrasts and otherwise undisturbed Si lattice fringes in HREM. Once a critical radius of 2−4 nm is reached, a topotactic transformation into a 3C-SiC precipitate occurs. The transformation is manifested by the disappearance of dark contrasts in favor of Moiré patterns due to the lattice mismatch of 20% of the 3C-SiC precipitate and c-Si. The significantly lower Si density of SiC (=4%) compared to c-Si results in the emission of only a few excess Si atoms. A detailed understanding of the underlying processes will enable significant technological progress in 3C-SiC thin-film formation and likewise offer perspectives for processes which rely upon prevention of precipitation events, e.g., the fabrication of strained pseudomorphic Si1−xCx heterostructures.18,19 Atomistic simulations offer a powerful tool to study materials on a microscopic level providing detailed insight not accessible by experiment. Relevant structures consisting of ≈104 atoms for the nanocrystal and even more atoms for a reasonably sized Si host matrix are too large to be completely described by high-accuracy quantum-mechanical methods. Directly modeling the dynamics of the processes mentioned above almost inevitably requires the atomic interaction to be described by less accurate though computationally more efficient classical potentials. The most common empirical potentials for covalent systems are the Stillinger-Weber20 (SW), Brenner,21 Tersoff,22 and environment-dependent interatomic potentials.23−25 Until recently,26 a parametrization to describe the C-Si multicomponent system within the mentioned interaction models did only exist for the Tersoff27 and related potentials, e.g., the one by Gao and Weber.28 Whether such potentials are appropriate for the description of the physical problem has, however, to be verified first by applying classical and quantum-mechanical methods to relevant processes that can be treated by both methods. For instance, a comparison of empirical potential molecular dynamics (MD) and density-functional theory (DFT) calculations showed that SW is best suited for simulations of dislocation nucleation processes29 and threshold displacement energy calculations30 in Si important in ion implantation while the Tersoff potential yielded a qualitative agreement for the interaction of Si self-interstitials with substitutional C.31 Antisite pairs and defects in SiC have been investigated, both classically32,33 employing the Gao/Weber potential28 and quantum mechanically,34−37 which, both, agree very well with experimental results.38−40 An extensive comparison concludes that each potential has its strengths and limitations and none of them is clearly superior to others. Despite their shortcomings these potentials are assumed to be reliable for large-scale simulations39,41,42 on specific problems under investigation providing insight into phenomena that are otherwise not accessible by experimental or first
principles methods. Remaining shortcomings have frequently been resolved by modifying the interaction or extending it with data gained from ab initio calculations.

In this work, the applicability of a Tersoff-type bond-order potential to basic processes involved in the initially mentioned SiC precipitation mechanism has been investigated by comparing results gained by classical and ab initio calculations. In the following, a comparative investigation of density-functional theory studies and classical potential calculations of the structure, energetics, and mobility of carbon defects in silicon is presented.

II. METHODOLOGY

The first-principles DFT calculations have been performed with the plane-wave-based Vienna ab initio simulation package (VASP). The Kohn-Sham equations were solved using the generalized-gradient exchange-correlation functional approximation proposed by Perdew and Wang. The electron-ion interaction is described by norm-conserving ultrasoft pseudopotentials as implemented in VASP. Throughout this work, an energy cutoff of 300 eV was used to expand the wave functions into the plane-wave basis. Sampling of the Brillouin zone was restricted to the $\Gamma$ point. Some test calculations were performed with a $(2 \times 2 \times 2)$ $k$-point set. The defect structures and the migration paths have been modeled in cubic supercells containing 216 Si atoms. The ions and cell shape were allowed to change in order to realize a constant pressure simulation. Spin polarization has been fully accounted for.

For the classical potential calculations, a supercell of nine Si lattice constants in each direction consisting of 5832 Si atoms has been used. A Tersoff-type bond-order potential by Erhart and Albe (EA) (Ref. 48) has been utilized, which accounts for nearest-neighbor interactions only realized by a cut-off function dropping the interaction to zero in between the first and second next-neighbor distance. The potential was used as is, i.e., without any repulsive potential extension at short interatomic distances. Constant pressure simulations are realized by the Berendsen barostat using a time constant of 100 fs and a bulk modulus of 100 GPa for Si. Structural relaxation in the MD run is achieved by the velocity Verlet algorithm and the Berendsen thermostat with a time constant of 100 fs and the temperature set to 0 K. Additionally, a time constant of 1 fs resulting in direct velocity scaling was used for relaxation within the mobility calculations. A fixed time step of 1 fs for integrating the equations of motion was used.

III. RESULTS

According to the assumed SiC precipitation model described in Sec. I, carbon interstitial defects form and agglomerate into large clusters. Thus, it is of crucial importance to investigate the various possible structures of carbon defects and the mobility of the lowest energy, hence most probable, defect configuration in crystalline silicon.

A. Carbon interstitials in various geometries

Table I summarizes the formation energies of defect structures for the EA and DFT calculations performed in this work as well as further results from literature. The formation energy $E-N_{Si}\mu_{Si}-N_{C}\mu_{C}$ is defined in the same way as in the articles used for comparison, choosing SiC as a reservoir for the carbon impurity in order to determine $\mu_{C}$. Relaxed geometries are displayed in Fig. 1.

<table>
<thead>
<tr>
<th>T</th>
<th>H</th>
<th>(1 0 0) dumbbell</th>
<th>(1 1 0) dumbbell</th>
<th>S</th>
<th>BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erhart/Albe</td>
<td>6.09</td>
<td>9.05*</td>
<td>3.88</td>
<td>5.18</td>
<td>0.75</td>
</tr>
<tr>
<td>VASP</td>
<td>Unstable</td>
<td>Unstable</td>
<td>3.72</td>
<td>4.16</td>
<td>1.95</td>
</tr>
<tr>
<td>Tersoff</td>
<td>3.8</td>
<td>6.7</td>
<td>4.6</td>
<td>5.9</td>
<td>1.6</td>
</tr>
<tr>
<td>Ab initio</td>
<td>3.8</td>
<td>6.7</td>
<td>x</td>
<td>1.89b</td>
<td>x+2.1c</td>
</tr>
</tbody>
</table>

*Reference 56.
**Reference 57.
†Reference 58.
The silicon/carbon atoms and the bonds (only for the interstitial atom) are illustrated by yellow/orange spheres and blue lines. Bonds are drawn for atoms located within a certain distance and do not necessarily correspond to chemical bonds.

Both, EA and DFT reveal the hexagonal configuration unstable relaxing into the $\bar{1}10$ ground-state structure. Tersoff finds this configuration stable, though it is the most unfavorable. Thus, the highest formation energy observed by the EA potential is the tetrahedral configuration, which turns out to be unstable in DFT calculations. The high formation energy of the bond defect involving a low probability to find such a configuration to be a saddle point, which is about 2.1 eV higher in energy than the $C_i$ configuration. This is assumed to be due to the neglect of the electron spin in these calculations. Another DFT calculation without fully accounting for the electron spin results in the smearing of a single electron over two nondegenerate states for the BC configuration. This problem is resolved by spin-polarized calculations resulting in a net spin of one accompanied by a reduction in the total energy by 0.3 eV and the transformation into a metastable local minimum configuration. All other configurations are not affected.

To conclude, we observed discrepancies between the results from classical potential calculations and those obtained from first principles. Within the classical potentials, EA outperforms Tersoff and is, therefore, used for further comparative studies. Both methods (EA and DFT) predict the $\langle 100 \rangle$ dumbbell interstitial configuration to be most stable. Also the remaining defects and their relative energies are described fairly well. It is thus concluded that—so far—modeling of the SiC precipitation by the EA potential might lead to trustable results.

B. Mobility

A measure for the mobility of the interstitial carbon is the activation energy for the migration path from one stable position to another. The stable defect geometries have been discussed in the previous section. In the following, the migration of the most stable configuration, i.e., $C_i$, from one site of the Si host lattice to a neighboring site has been investigated by both, EA and DFT calculations utilizing the constraint conjugate gradient relaxation technique. Three migration pathways are investigated. The starting configuration for all pathways was the $[001]$ dumbbell interstitial configuration. In path 1 and 2, the final configuration is a $[001]$ and $[010]$ dumbbell interstitial, respectively, located at the next-neighbor Si lattice site displaced by $a_S/[11\bar{1}]$, where $a_S$ is the Si lattice constant. In path 1, the C atom resides in the $(110)$ plane crossing the BC configuration whereas in path 2, the C atom moves out of the $(110)$ plane. Path 3 ends in a $[01\bar{1}]$ configuration at the initial lattice site and, for this reason, corresponds to a reorientation of the dumbbell, a process not contributing to long-range diffusion.

The lowest-energy path (path 2) as detected by the first-principles approach is illustrated in Fig. 2, in which the $[001]$ dumbbell migrates toward the next-neighbor Si atom escaping the $(110)$ plane forming a $[01\bar{1}]$ dumbbell. The activation energy of 0.9 eV excellently agrees with experimental findings ranging from 0.70 to 0.87 eV.

Calculations based on the EA potential yield a different picture. Figure 3 shows the evolution of structure and energy along the lowest-energy migration path (path 1) based on the EA potential. Due to symmetry, it is sufficient to merely consider the migration from the BC to the $C_i$ configuration. Two different pathways are obtained for different time constants of the Berendsen thermostat. With a time constant of 1 fs, the C atom resides in the $(110)$ plane resulting in a migration barrier of 2.4 eV. However, weaker coupling to the heat bath realized by an increase in the time constant to 100 fs enables the C atom to move out of the $(110)$ plane already at the beginning, which is accompanied by a reduction in energy, approaching the final configuration on a
The first-principles results are in good agreement to previous work on this subject.\textsuperscript{55-60} The C-Si (1 0 0) dumbbell interstitial is found to be the ground-state configuration of a C defect in Si. The lowest migration path already proposed by Capaz et al.\textsuperscript{58} is reinforced by an additional improvement of the quantitative conformance of the barrier height calculated in this work (0.9 eV) with experimentally observed values (0.70-0.87 eV).\textsuperscript{62,64,65} However, it turns out that the bond-centered configuration is not a saddle-point configuration as proposed by Capaz et al.\textsuperscript{58} but constitutes a real local minimum if the electron spin is properly accounted for. A net magnetization of two electrons, which is already clear by simple molecular orbital theory considerations on the bonding of the sp-hybridized C atom, is settled. By investigating the charge-density isosurface, it turns out that the two resulting spin-up electrons are localized in a torus around the C atom. With an activation energy of 0.9 eV, the C\textsubscript{i} carbon interstitial can be expected to be highly mobile at prevailing temperatures in the process under investigation, i.e., IBS.

We found that the description of the same processes fails if classical potential methods are used. Already the geometry of the most stable dumbbell configuration differs considerably from that obtained by first-principles calculations. The classical approach is unable to reproduce the correct character of bonding due to the deficiency of quantum-mechanical effects in the potential. Nevertheless, both methods predict the same type of interstitial as the ground-state configuration. Furthermore, the relative energies of the other defects are reproduced fairly well. From this, a description of defect structures by classical potentials looks promising. However, focusing on the description of diffusion processes the situation has changed completely. Qualitative and quantitative differences exist. First of all, a different pathway is suggested as the lowest-energy path, which again might be attributed to the absence of quantum-mechanical effects in the classical interaction model. Second, the activation energy is overestimated by a factor of 2.4 compared to the more accurate quantum-mechanical methods and experimental findings. This is attributed to the sharp cutoff of the short-range potential. As already pointed out in a previous study,\textsuperscript{45} the short cutoff is responsible for overestimated and unphysical high forces of next-neighbor atoms. The overestimated migration barrier, however, affects the diffusion behavior of the C interstitials. By this artifact, the mobility of the C atoms is tremendously decreased resulting in an inaccurate description or even absence of the dumbbell agglomeration as proposed by the precipitation model.

To conclude, we have shown that \textit{ab initio} calculations on interstitial carbon in silicon are very close to the results expected from experimental data. The calculations presented in this work agree well with other theoretical results. So far, the best quantitative agreement with experimental findings has
been achieved concerning the interstitial carbon mobility. We have shown that the bond-centered configuration indeed constitutes a real local minimum configuration resulting in a net magnetization if spin-polarized calculations are performed. Classical potentials, however, fail to describe the selected processes. This has been shown to have two reasons, i.e., the overestimated barrier of migration due to the artificial interaction cutoff on one hand, and on the other hand, the lack of quantum-mechanical effects which are crucial in the problem under study. In order to get more insight on the SiC precipitation mechanism, further \textit{ab initio} calculations are currently being performed.
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